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Stress Orientations in the Fort Worth Basin, Texas,

Determined from Earthquake Focal Mechanisms

by Louis Andrew Quinones, Heather R. DeShon, Maria B. Magnani, and Cliff Frohlich*

Abstract Since 2008, the Fort Worth basin (FWB) in northern Texas has experienced
more than 30 M 3.0+ earthquakes, including one M 4.0. Earthquakes have primarily
occurred on Precambrian basement faults and within the overlying Ellenburger lime-
stone unit, which is the primary wastewater disposal formation used in the basin. Using
data recorded by local seismic networks, we generate 240 focal mechanisms for the
Azle–Reno, Irving–Dallas, and Venus sequences using P-wave first-motion and
S- to P-wave (S/P) amplitude ratio data. The mechanism solutions describe primarily
northeast (NE)–southwest (SW)-trending normal faults for each sequence and display a
surprising lack of intersequence variability. Formal focal mechanism (FMF) stress in-
versions indicate maximum regional horizontal stress in the basement strikes 20°–25°
east (E) of north (N), consistent with borehole breakout data collected from the overlying
sedimentary succession, suggesting that the majority of seismogenic faults in the basin
are optimally oriented for failure. We show via Mohr diagrams that increases in pore-
fluid pressure at fault depths, with magnitudes similar to those observed at other
induced-seismicity sites, are capable of inducing slips along the causative faults of
the 2013–2015 Azle–Reno, 2014–present Irving–Dallas, and 2015 Venus earthquake
sequences in the FWB.

Electronic Supplement: Details about the Southern Methodist University
(SMU) earthquake catalog and network coverage, figures showing the eight velocity
models used for earthquake location and focal mechanism generation, parameter in-
formation for focal mechanism calculations, additional information on stress results,
and the data files described in the main article.

Introduction

Numerous studies characterized and linked earthquakes
in the Fort Worth basin (FWB) in Texas to wastewater dis-
posal activities associated with shale-gas extraction (Frohlich
et al., 2010, 2011, 2016; Frohlich, 2012; Justinic et al., 2013;
Hornbach et al., 2015, 2016; Walsh and Zoback, 2015; Lund
Snee and Zoback, 2016; Magnani et al., 2017; Scales et al.,
2017; Ogwari et al., 2018). Large-volume wastewater injec-
tion in the basin began around 2004 (Pollastro et al., 2007),
and the first felt earthquakes occurred in October 2008 (e.g.,
Frohlich et al., 2016). Wastewater is injected primarily in the
Ellenburger carbonate platform, which overlies the Precam-
brian basement (Pollastro et al., 2007). Modeling suggests
that given a permeable basement fault, pore pressure pertur-
bations caused by wastewater injection into overlying units

can propagate into the underlying basement formation (e.g.,
Chang and Segall, 2016), and if the pre-existing basement
faults are near critical stress levels (one of the fundamental
assumptions underlying many studies of induced seismicity),
then these small stress perturbations can reactivate the faults
(Horton, 2012; Kim, 2013; Lund Snee and Zoback, 2016).

Here, we use earthquake focal mechanisms to assess the
local stress field and the orientations of the source faults for
the Azle (2013–2015), Irving–Dallas (2014–present), and
Venus (2015–present) earthquake sequences (Fig. 1). Each
individual sequence was monitored by a local network of
short-period, broadband, and strong-motion stations located
within 15 km of the earthquake epicenters, and in all cases
a causative fault is identified using cataloged earthquake hypo-
centers. We determine 240 focal mechanisms using P-wave
first-motion and S- to P-wave (S/P) amplitude ratios (Harde-
beck and Shearer, 2002, 2003).We then use these mechanisms
to conduct single focal mechanism (FMS) and formal focal
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mechanism (FMF) stress inversions, allowing us to determine
the principal stress orientations in the basement. We follow the
conventions of the World Stress Map Project (Barth et al.,
2008) and refer to principal stress orientations determined us-
ing individual focal mechanisms as FMS solutions and prin-
cipal stress orientations using formal stress inversions of
multiple mechanisms as FMF solutions. For each earthquake
sequence, the principal stress orientations are combined with
estimates of effective principal stress at seismogenic depths to
determine the average pore pressure perturbation needed to
induce fault slip under Mohr–Coulomb failure criteria.

Focal Mechanism Determination

The Southern Methodist University (SMU) earthquake
hypocenter catalog for the FWB is derived using the GenLoc
earthquake location algorithms (Pavlis et al., 2004) imple-
mented in the Antelope software system (Kinemetrics)
and local 1D velocity models developed for each of the

individual earthquake sequences (i.e.,
Hornbach et al., 2015; Scales et al., 2017).
Formal uncertainties reported as 68% con-
fidence ellipsoids for well-recorded events
have major axis and depth axis lengths
of < 0:5 km. Further details regarding
station geometry, earthquake location pro-
cedure, and velocity models are available
in theⒺ electronic supplement (The SMU
Earthquake Catalog section; Figs. S1–S3).
For focal mechanism determination, we
selected only earthquakes with a minimum
of six P-wave arrivals reported on three-
component sensors with manually identi-
fied first motions and a signal-to-noise
ratio threshold of 3. This selection reduced
the 2013–2016 SMU local earthquake
catalog from ∼1300 to 240 earthquakes
with a 0.1–3.8 magnitude range. We calcu-
lated takeoff angles using the HASH soft-
ware suite (Hardebeck and Shearer, 2002,
2003) by incorporating the FWB velocity
models as described in Ⓔ The SMU
Earthquake Catalog section. Because of
the small magnitudes, data are primarily
recorded at stations within a 15-km epi-
central distance and associated with up-
going ray paths.

Focal mechanisms were calculated by
combining P-wave first-motion and S/P
amplitude ratio data within HASH. We
measured P and S amplitudes from instru-
ment-response-corrected waveforms that
were Butterworth band-pass filtered be-
tween 5 and 25 Hz. The ratio of the
P-wave peak amplitude recorded on the
vertical channel between 0.10 s preonset

and 0.25 s postonset, and the S-wave peak amplitude be-
tween 0.20 s preonset and 1.80 s postonset, as recorded
on either of the two horizontal channels, was calculated.
We then corrected the observed S/P amplitude ratios for site
and path effects following the procedures outlined in Shen
et al. (1997) and Hardebeck and Shearer (2003), and that
are summarized in this study. Site effects were taken to be
linear, which assumes that the amplification of the seismic
waves and station distance are directly related. In this study,
because epicenter-to-station distances are small (< 15 km),
seismic-wave attenuation is limited to the shallow crust near
the receivers so that the site-effect station correction also
corrects for possible path effects. The station correction
was calculated as the difference between the mean observed
log10�S=P� value at each station and the theoretical mean
log10�S=P� value for a fully sampled focal sphere. Because
the local networks deployed around individual earthquake
sequences (Azle, Irving–Dallas, Venus) do not have any
significant biases when sampling the focal sphere, the theo-

(a) (b)

(c) (d)

Figure 1. (a) Map view of the Fort Worth basin (FWB) showing the calculated B-
axis orientations (dark gray bars) for individual earthquakes and a characteristic mecha-
nism for each sequence. Maximum horizontal stress (SHmax) orientations (light gray
bars), calculated from borehole breakouts in the overlying sedimentary units (Lund Snee
and Zoback, 2016), align with the B axes. Counties and cities discussed in the Effective
Stress Magnitude and Mohr–Coulomb Failure Analysis and Discussion sections are in-
dicated, and the inset shows the boundaries of the FWB relative to the study area
(square). Zoomed views of the (b) Irving–Dallas, (c) Azle, and (d) Venus sequence areas
show a sample of focal mechanisms characteristic of each sequence. For the Irving–Dal-
las and Venus sequences, only B axes for A and B quality mechanisms are shown. The
faults (solid black lines) were mapped using a combination of Southern Methodist Uni-
versity catalog hypocenters and active source data (Hornbach et al., 2015; Magnani
et al., 2017; Scales et al., 2017). All faults are shown at the top of the Ellenburger.
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retical mean log10�S=P� value was calculated using the over-
all mean log10�S=P� value for each recording network.

Single Earthquake Mechanism Results

We calculated 25 focal mechanisms for the Azle
sequence, 166 for the Irving–Dallas sequence, and 49 for the
Venus sequence (Fig. 1) with qualities (assigned A–D) based
primarily on the root mean square (rms) fault-plane uncer-
tainty associated with each mechanism, along with other
parameters outlined in the HASH manual (Hardebeck and
Shearer, 2002; Ⓔ Table S2). Within HASH, the rms fault-
plane uncertainty is calculated by taking the normal vectors
of each possible fault-plane solution for a given event and
solving for an average normal vector value. The rms of
the differences between fault-plane solution normal vectors
of individual events and the average normal vector becomes
the rms fault-plane uncertainty. The best-constrained, “A”
quality, mechanisms report ≤ 25° rms fault-plane uncer-
tainty. For the FWB data set, the 153 combined mechanisms
from the Irving–Dallas and Venus sequences are primarily
quality A and B grade and have an average rms fault-plane
uncertainty of 26.6°. The rapid deployment and placement of
seismic stations relative to the occurrence of earthquakes
contributed to the overall high-quality mechanisms for these
sequences. The Azle mechanisms contain more variability,
which we attribute to the more complex deployment history
of the Azle network (Hornbach et al., 2015). Sixteen of the
twenty-five Azle mechanisms are low quality, D grade sol-
utions with rms fault-plane uncertainties of ≥ 45°, and the
average rms fault-plane uncertainty is 44.1°.

We then calculated the slip and normal vectors for each
focal mechanism using the reported strike, dip, and rake from
one of the nodal planes. These two vectors were then used to
define the azimuth and plunge of the P (pressure), T (ten-
sion), and B (null) axes for each earthquake. For all three
of the FWB sequences studied in this article, the median
P-axis plunge is greater than 52° and the T-axis plunge is
less than 40°, indicating that all three faults can be classified
as normal faults (Fig. 2). A normal-faulting regime is con-
sistent with seismic-reflection data that show normal faulting

associated with relocated hypocenters for the Azle (Horn-
bach et al., 2015), Venus (Magnani et al., 2017; Scales et al.,
2017), and Irving–Dallas (Magnani et al., 2017) sequences.
The nodal plane consistent with the strike and dip of the pla-
nar features in the SMU hypocenter catalog and available 2D
and 3D seismic-reflection data are taken as the fault-plane
solution for each earthquake. For the FWB data set, mech-
anisms from the Irving–Dallas and Venus sequences show a
high degree of uniformity, with median fault strikes of
38:8°� 5:4° and 220°� 4:4°, respectively (Fig. 2).

The P, T, and B axes derived for individual earthquakes
can be used as approximations for local stress orientation.
For normal faulting, the P axis should parallel the maximum
vertical stress (SV), the B axis should parallel the maximum
horizontal stress (SHmax), and the T axis should parallel the
minimum horizontal stress (SHmin). Hence, the P, T, and B
axes are considered FMS stress orientations. Figure 1 shows
the B-axis orientations for focal mechanisms associated with
each of the three earthquake sequences. The B-axes, acting
as an approximation of the SHmax orientation, lie almost par-
allel to the strikes of the northeast (NE)–southwest (SW)
basement faults with orientations of 40°� 8:1° east (E) of
north (N) for the Irving–Dallas sequence, 26°� 5:4° E of N
for the Venus sequence, and 72:8°� 33:3° E of N for the
Azle sequence. In the FWB, an independent estimate of
SHmax has been reported using borehole breakout data from
shallower units (Lund Snee and Zoback, 2016) and agrees
well with the FMS-derived stress orientations. Hereafter, the
terms SV , SHmax, and SHmin are used only when describing
estimates of principle stress orientations and contain no in-
formation about magnitude.

Formal Stress Inversion Method and Results

Although the FMS-derived P, T, and B axes provide an
approximation of the coseismic stress orientations for each
individual earthquake, these orientations are not equivalent
to documenting the full stress tensor (Michael, 1984; Lund
and Townend, 2007). A formal stress inversion of the com-
bined focal mechanism data, called the FMF solution, comes
closer to approximating the full second-order stress tensor

(a) (b) (c)

Figure 2. Ternary plots showing P, T, and B axes plunge to classify the fault type that each mechanism describes following the parameters
defined by Álvarez-Gómez (2014). Each circle denotes a different mechanism solution scaled by magnitude for the (a) Azle, (b) Irving–
Dallas, and (c) Venus sequences.
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defined by six stress parameters. Typically, these inversions
can resolve only four stress parameters that mathematically
define the deviatoric component of the full stress tensor: the
relative magnitudes of the three principal stresses and a
defined shape ratio R, in which R is a measure of the inter-
mediate stress magnitude relative to the other principal stress
magnitudes. For the FWB normal-faulting regime, we as-
sume the shape ratio is R � �σ1 − σ2�=�σ1 − σ3�, in which
σ1, σ2, and σ3 are the effective maximum, intermediate, and
minimum compressive stresses, respectively (Michael, 1984,
1987; Gephart and Forsyth, 1984). Hereafter, the terms σ1,
σ2, and σ3 refer to principal stress estimates that include in-
formation on both orientation and magnitude. For normal
faults, the orientations of the σ1, σ2, and σ3 principal stresses
derived from FMF should be consistent with the orientations
of the SV , SHmax, and SHmin stress orientations, respectively,
derived from FMS approaches.

Lund (2000) recognized that it is possible to estimate the
azimuth and plunge of the three principal stresses using the
deviatoric component of a stress tensor when one of the three
principals is perfectly vertical. Because the inversion of
the focal mechanism data yields results even when none of
the three principal stresses are perfectly vertical, we employ
the methodology of Lund and Townend (2007) that math-
ematically estimates the principal stress orientations given an
arbitrary stress tensor. Because the isotropic component of a
second-order tensor by definition has no directionality, the
isotropic component contains no unique information on the
orientation of the stress axes. Formal stress inversions using
the normal and slip vectors resulting from focal mechanism
calculations (Michael, 1984) produce a partial stress tensor
equivalent to only the deviatoric component of the tensor.
Lund and Townend (2007) combined the partial stress tensor
and shape ratio value from the FMF solutions to calculate the
principal stress orientations. Similar to stress orientations
from FMS methods, these FMF-derived principal stress ori-
entations do not necessarily describe the in situ local stress
field principal stress orientations; instead, they describe the
principal stress orientations active on the seismogenic faults
at the time of failure.

We employed the STRESSINVERSE software by Vav-
rycuk (2014), which uses an iterative least-squares version of
the Michael (1984) method to solve for relative stress mag-
nitudes, stress orientations, and shape ratios using focal
mechanism data. The inversion approach does not require
a priori determination of the true fault plane; rather, the input
data are the strike, dip, and rake of both nodal planes asso-
ciated with sets of earthquakes. For the FWB study, all A–B
grade mechanisms for the Irving–Dallas and Venus sequen-
ces, and all A–D grade mechanisms for the Azle sequence
were used. The inversion solves for the relative magnitudes
and orientations of the local stress field and shape ratio, and
then uses the best-fit stress field solution to identify the nodal
planes optimally oriented for failure under the Mohr–
Coulomb failure theory. Therefore, the inversion also solves
for a preferred coefficient of sliding friction (μ) value by

examining the μ-value that maximizes fault-plane failure
under the assumptions of the Mohr–Coulomb failure theory.
The μ for each stress inversion was allowed to vary in the
range of the standard values described by Byerlee’s law of
0.60–0.85 (Byerlee, 1978). Sensitivity tests using the FWB
data indicated that the actual μ-value chosen has little effect
on the calculated principal stress orientations or shape ratio
value (Ⓔ Fig. S4).

Formal stress inversions for the Irving–Dallas and Venus
sequences resulted in similar stress orientations and shape
ratio values. The shape ratio R was determined to be 0.55
and 0.51 for the Irving–Dallas and Venus sequences, respec-
tively. Therefore, the Irving–Dallas and Venus sequences
occur within nearly identical normal-faulting stress regimes.
Moving forward, we combined the high-quality Irving–
Dallas and Venus data sets into one joint inversion to explore
how stress orientations vary from E (Irving–Dallas, Venus) to
W (Azle) across the FWB.

Figure 3 shows the results of 100 inversions of the Azle
and joint Irving–Dallas/Venus sequences using the Michael
(1987) bootstrap resampling method, along with a histogram
of the resulting shape ratio values. The resulting σ1, σ2, and
σ3 orientations for the two inversions in trend/plunge format
are 169°/65°, 24°/21°, and 289°/13° for the Azle inversion
and 249°/74°, 22°/11°, and 115°/12° for the joint Irving–
Dallas/Venus inversion (stars in Fig. 3). The larger range of
σ2 and σ3 for Azle shown in Figure 3 reflects the greater
uncertainties associated with that data set. The shape ratios
were calculated to be 0:87� 0:02 for Azle and 0:60� 0:02
for Irving–Dallas/Venus. The shape ratios can be converted
into the Aϕ system, which is commonly used in the induced
seismicity literature to quantify the faulting regime (Lund
Snee and Zoback, 2016; Alt and Zoback, 2017). Defined by
Simpson (1997), the ϕ-value is related to R as ϕ � 1 − R.
For normal-faulting regimes such as the FWB, Aϕ � ϕ.
The Aϕ values for Azle and Irving–Dallas/Venus are 0.13
and 0.40, respectively, for which Aϕ � 0 is pure radial nor-
mal faulting (no strike-slip component). The Azle focal
mechanism data set has larger nodal-plane uncertainties,
more mechanism variability, and a small number of mecha-
nisms (25). However, nodal-plane uncertainty is not explic-
itly included in the inversion. Therefore, we assume that the
principal stress orientations and shape ratios have greater un-
certainties than formally reported by observing the standard
deviations of the bootstrap resampling, especially for Azle.

Effective Stress Magnitude and Mohr–Coulomb
Failure Analysis

To assess whether pore-fluid pressure perturbations
associated with wastewater injection indicate that Mohr–
Coulomb fault failure has occurred, we need estimates of the
effective stress magnitudes. For normal faults in the FWB,
the largest principal stress (σ1) is assumed to be the overbur-
den pressure. Using prior geologic (Pollastro et al., 2007;
Vermylen, 2011; Hornbach et al., 2015; Eastman and Murin,
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2016; Magnani et al., 2017) and fluid flow property (Horn-
bach et al., 2016) studies, we estimate the densities and
thicknesses of the formations and depths of the faults to
calculate overburden pressure. The relationship between the
maximum (σ1) and minimum (σ3) compressive stresses is
defined by the coefficient of the sliding friction (μ) and
cohesion (C) values chosen for each fault

EQ-TARGET;temp:intralink-;df1;55;3092C � σ1��μ2 � 1�1=2 − μ� − σ3��μ2 � 1�1=2 � μ� �1�

(Scholz, 2002). Given a lack of information about the faults
prior to slip, separating the effects of cohesion from the

effects of μ is not feasible. Thus, we take cohesion to be zero
and solve for σ3

EQ-TARGET;temp:intralink-;df2;313;709σ3 � σ1��μ2 � 1�1=2 − μ�=��μ2 � 1�1=2 � μ�: �2�
For all three faults, we use a standard μ-value of 0.60. We use
the shape ratio solutions discussed previously to solve for the
intermediate stress magnitude using

EQ-TARGET;temp:intralink-;df3;313;646σ2 � σ1 − R�σ1 − σ3�: �3�

The pressure gradients used to calculate the absolute
overburden pressure are shown in Table 1, with a pressure
gradient for the shallow sedimentary units and a gradient
for the Ellenburger carbonate unit. Section thicknesses are
also reported (Table 1). The overburden pressures were cal-
culated to depths equal to the top of the seismogenic portion
of the fault associated with each sequence, which are roughly
equivalent to the depth of the Ellenburger-crystalline base-
ment contact at each site. The initial absolute overburden
pressures were calculated using a pore-fluid pressure (Pp)
value of zero. A hydrostatic Pp gradient of 9:8 MPa=km was
then subtracted from these absolute overburden pressures to
calculate the effective σ1 values for each sequence. After
calculating the σ3 and σ2 effective stress magnitudes using
equations (2) and (3), we then combine the principal effective
stress magnitudes with our FMF-derived principal stress ori-
entations to generate a full stress tensor for each sequence
(Table 1). This full stress tensor is then transformed into a
3D Mohr diagram showing the relationships between the
three principal stresses and associated fault-plane solutions
for each sequence (Fig. 4).

To induce slip on the optimally oriented fault planes
(faults striking 20°–40° NE), we find that averagePp increases
of 5:25� 1:74, 3:48� 2:39, and 2:04� 2:27 MPa are
needed for the Azle, Irving–Dallas, and Venus sequences,
respectively. The magnitude distribution of the required
change in pore pressure (ΔPp) needed to induce slip on each
of the optimally oriented fault planes is shown inⒺ Figure S5.
Adding theseΔPp values to our initial hydrostaticPp gradient
yields Pp gradients of 11:55� 0:58, 10:67� 0:60, and

(a)

(c)

(b)

Figure 3. (a,b) Stereonet projections of the principal stress direc-
tions for the (a) Azle and (b) joint Irving–Dallas/Venus stress inver-
sions. The dark gray, gray, and light gray dots represent the bootstrap
solutions of the σ1, σ2, and σ3 principal stresses and provide infor-
mation on confidence intervals. The dark gray, gray, and light gray
stars represent the best solution orientations of the principal stresses.
(c) Histograms of the shape ratio R, bootstrap solutions.

Table 1
Geologic Parameters Based on Well-Log Data of the Three Earthquake Sequences Used to Calculate the Effective Magnitudes of the

Principal Stresses

Azle Irving–Dallas Venus

Above Ellenburger pressure gradient (MPa=km*; psi=km†) 24.88; 3,608.5 24.88; 3,608.5 24.88; 3,608.5
Top of Ellenburger depth (km) 2.00 2.74 2.35
Ellenburger pressure gradient (MPa=km; psi=km) 25.3; 3,669.5 25.3; 3,669.5 25.3; 3,669.5
Ellenburger-basement boundary depth (km) 3.00 4.00 4.00
Seismogenic fault-depth range (km) 3–8 4–8 4–6
Absolute overburden pressure (MPa; MPa=km; psi) 75.06; 25.02; 10,866.5 100.05; 25.01; 14,511 100.21; 25.05; 14,534.2
σ1 effective pressure (MPa; MPa=km; psi) 45.66; 15.22; 6.622.4 60.84; 15.21; 8,824.1 61.00; 15.25; 8,847.3
σ2 effective pressure (MPa; MPa=km; psi) 18.66; 6.22; 2,706.4 36.04; 9.01; 5,227.1 36.16; 9.04; 5,244.6
σ3 effective pressure (MPa; MPa=km; psi) 14.64; 4.88; 2,123.4 19.52; 4.88; 2,831.1 19.56; 4.89; 2,836.9

*MPa=km refers to a pressure gradient in megapascals per kilometer.
†psi=km refers to a pressure gradient in pounds per square-inch per kilometer.
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10:31� 0:57 MPa=km at the Azle, Irving–Dallas, and Venus
sequence sites, respectively.

These ΔPp values were determined using effective stress
magnitudes calculated assuming a μ value of 0.60 and,
although the principal stress orientations are not sensitive
to μ, this assumption may not be accurate for the calculated
ΔPp values. We test this sensitivity by varying μ between 0.50
and 0.85 (Fig. 5). The differences in average ΔPp needed
to induce slip at the sequence sites as μ varies from 0.50
to 0.85 are not very large (0.42, 0.48, and 0.88 MPa for
the Azle, Irving–Dallas, and Venus sequences, respectively)

when compared with the overall average
ΔPp values for each sequence. For the Azle
and Irving–Dallas sequences, the average
ΔPp needed to induce slip increases as
the μ-value increases. The best-fit lines
through the distribution of the NE–SW
fault-plane orientations for these two se-
quences exhibit slopes closer to 0.50 than
0.85 (Fig. 4), and the average ΔPp needed
for a fault to slip reaches a minimum when
these lines parallel the failure criterion set
by the static parameter μ. The opposite
trend is observed with the Venus data, in
which the average ΔPp needed to induce
slip decreases as the μ-value increases.
The NE–SW-trending fault-plane solutions
from the Venus sequence are best-fit with a
much steeper slope of 0.85, but the distri-
bution of strikes and dips associated with
the NE–SW nodal planes is low, leading
to poor control on the slope of the best-
fit line. Therefore, we conclude that the Ve-
nus result does not reflect fault strength
differences with the Azle and Irving–Dallas
faults as much as it reflects the lack of vari-
ability in the Venus focal mechanism data.

The Pp gradient values calculated us-
ing mechanism fault-plane solutions,
earthquake-derived local stress field orien-
tations, and estimated effective stress mag-
nitudes are consistent with Pp increases,
reported as either pressure higher than
hydrostatic or pressure gradients within in-
jection units in north Texas and Oklahoma
(Sone and Zoback, 2014; Fan et al., 2016;
Lund Snee and Zoback, 2016; Walsh and
Zoback, 2016). Borehole breakout data
in the Barnett Shale near the Reno–Azle
area suggested a Pp gradient value of
10:86 MPa=km (Vermylen, 2011). Pre-
vious FWB studies used Pp gradient val-
ues ranging from 9.95 to 11:76 MPa=km,
with the maximum value being associated
with the most overpressured parts of the

FWB in northeast Johnson County (Bowker, 2007; Sone
and Zoback, 2014). Additional research into the Arbuckle
formation properties in north central Oklahoma (the Ar-
buckle Group in Oklahoma is the stratigraphic and lithologi-
cal equivalent of the Ellenburger Group in the FWB) with
respect to potential fault slipping reported Pp gradients rang-
ing from 9.20 to 10:0 MPa=km (Walsh and Zoback, 2016).
Following the May 2015 M 4.0 earthquake in Venus, the
Texas Railroad Commission required nearby injection wells
to perform fall-off tests, and the resulting downhole pressure
data indicated Pp gradients of 10:23–10:93 MPa=km within
the Ellenburger (1.7–4.5 MPa higher than hydrostatic at the

ΔP
p 

N
ee

de
d 

fo
r 

sl
ip

 (
M

Pa
)

6

12

18

24

30

36
Azle effective stress µ = 0.60

8

16

24

32

40

48

0

8

16

24

32

40

0 16 32 48 64 80

σ
1σ

2
σ

3

Irving effective stress

E
ff

ec
tiv

e 
sh

ea
r 

st
re

ss
, τ

 (
M

Pa
)

Effective normal stress, σ  (MPa)

Venus effective stress

σ
1σ

2
σ

3

(a) 

(b) 

(c) 

ΔP
p

 N
ee

de
d 

fo
r 

sl
ip

 (
M

Pa
)

ΔP
p

 N
ee

de
d 

fo
r 

sl
ip

 (
M

Pa
)

8

16

24

32

40

48

0 16 32 48 64 80
0

8

16

24

32

40

0 16 32 48 64 80
0

8

16

24

32

40

σ
1

σ
2σ

3

µ = 0.8
µ = 0.7
µ = 0.6
µ = 0.5

µ = 0.60

µ = 0.60

Figure 4. Mohr circle representations of the effective stresses for the (a) Azle,
(b) Irving–Dallas, and (c) Venus sequences. Both nodal-plane solutions from each gen-
erated mechanism (circles) are colored by the stress changeΔPp needed to induce slip at
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Mohr circle represents a northeast–southwest-striking nodal-plane orientation, and the
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for the friction coefficient μ of 0.6 and the cohesion C of 0. Dashed lines represent the
failure criterion after it has been shifted by the average ΔPp needed to induce slip for
each sequence. The inset in (a) represents the slopes of failure criterion lines with differ-
ent μ-values ranging from 0.5 to 0.8 for comparison purposes to the displayed failure
criterion line for each Mohr circle.
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Ellenburger-basement boundary) in northeast Johnson
County (Hornbach et al., 2016). Fall-off testing in the Azle
area following the 2013–2014 M 3.5+ earthquakes also
indicated that the Ellenburger was overpressured (Hornbach
et al., 2015).

Discussion

The well-constrained Irving–Dallas and Venus mecha-
nism catalogs describe NE–SW-striking normal faults with
very little variability in fault-plane solutions (Fig. 2b,c). Only
6% of the events near Venus and 12% of the Irving–Dallas
events indicate oblique-normal, strike-slip, or thrust faulting
(Fig. 2). This low variability is similar to that noted for the
catalog generated from the 2009–2010 Cleburne, Texas,
sequence in the FWB (Justinic et al., 2013). Variability ap-
parent in the Azle mechanisms cannot be interpreted because
of the low quality of the mechanisms associated with
changes in station geometry (Ⓔ The SMU Earthquake Cata-
log section). Mechanism catalogs published for induced
earthquakes in Oklahoma also show very little variability
on individual fault strands, although the variability in mecha-
nism solutions increases when examining areas outside of the
immediate (< 2 km radius) area around the fault. Examples
of this low variability can be seen in the Prague, Jones,
Guthrie-Langston, and Pawnee earthquake sequences, which
occur at shallow (< 10 km) depths similar to those in the
FWB (McNamara et al., 2015; Pennington and Chen,
2017). We speculate that the reason for a lack of mechanism
variability in the FWB may be because thin damage zones
limit off-fault failure, and the magnitudes of the events
(Mw ≤ 4:0) are not large enough to change the in situ stress
state of the faults. The seismogenically active portions of
the faults are short in length (< 20 km) (Magnani et al.,

2017), and the observation times are brief (2008 onward).
Additionally, most active FWB faults are characterized by
small offsets, even at the basement-Ellenburger contact,
and their displacement history indicates long (i.e., millions
of years) periods of dormancy and/or long return intervals
(∼60;000 years) (Magnani et al., 2017).

In the FWB, the B-axis orientations in the crystalline
basement are largely consistent with the SHmax orientations
described by the borehole breakout data collected from the
overlying sedimentary formations (Lund Snee and Zoback,
2016) (Fig. 2a). The B-axes results from the earthquakes con-
firm that NE–SW-striking faults in the FWB are optimally ori-
ented for failure in the modern-day stress regime (Lund Snee
and Zoback, 2016). The joint Irving–Dallas and Venus FMF-
derived σ2 orientation (22° E of N) is very similar to themedian
B-axis orientation of theVenus sequence (26° E ofN), but there
is a discrepancy between the Irving–Dallas median B-axis ori-
entation (40° E of N) and the FMF-derived σ2 orientation. No
borehole breakout measurements are available near Irving–
Dallas for comparison, and it is unclear whether the rotation
inB-axis orientation reflects a true rotation in SHmax or a differ-
ence in in situ fault stress. SHmax orientations calculated using
borehole data are very similar for the Azle and Venus areas
(Lund Snee and Zoback, 2016), an observation that is also re-
flected in our stress inversion results for these two regions
(24° E of N vs. 22° E of N).

Mohr diagrams for the three FWB earthquake sequences
indicate that a Pp increase of < 4 MPa could induce slip on
the causative Irving–Dallas and Venus basement faults, and a
Pp increase of < 6 MPa could induce slip on the causative
Azle fault. These increases in Pp are comparable to those
estimated at the Snyder and Timpson, Texas, sites, which
were calculated at their respective fault depths of 5 and
2.5 km and that found that Pp increases of 2.2–3.6 MPa were
capable of inducing slip on the optimally oriented fault
planes (Lund Snee and Zoback, 2016). This same range
of increase in Pp was observed in the St. John area in
northeastern British Columbia, in which surface injection
pressure increases of 3 and 5 MPa were associated with in-
duced earthquakes occurring between 1.8 and 3.7 km in
depth (Horner et al., 1994). However, a probabilistic assess-
ment of the Pp increase needed to induce slip on a variety of
faults in the northwestern part of Oklahoma instead found
that Pp increases of 2 MPa at depths of 5–6 km would not
be capable of inducing slip on the majority of mapped faults
in the crystalline basement (Walsh and Zoback, 2016).
Larger magnitude Pp increases that induce earthquakes
associated with injection activities are rarer, but have been
observed. The most notable case was the Paradox Valley
seismicity. In Paradox Valley, Colorado, a Pp increase of
∼17 MPa was documented to induce failure at depths of
around 4.3 km (Ake et al., 2005). In each case, although
the actual magnitude of the Pp increase needed to induce slip
varied, local injection activities were shown to be capable of
producing sufficiently large Pp increases to induce slip.
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Figure 5. Plot showing the average change in the pore pressure
ΔPp needed to induce slip at the Azle (light gray), Irving–Dallas
(dark gray), and Venus (gray) sequence sites using various values of
the coefficient μ to calculate effective stress magnitudes.
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Conclusions

The FWB focal mechanism catalog contains 240 solu-
tions that describe three of the NE–SW-striking normal faults
within the Precambrian crystalline basement that have been
active since 2013. We decompose these mechanisms into
principal P, T, and B-axes orientations to determine an
approximation of the orientations of the principal stresses
at depth. The B-axes orientations, interpreted in this article
as approximations of the in situ SHmax orientations, are
largely consistent with the SHmax orientations calculated
from borehole breakout data taken from the overlying sedi-
mentary succession (Lund Snee and Zoback, 2016). Inver-
sions of the Azle and joint Irving–Dallas/Venus regions
find an NE–SW-trending σ2 orientation at each sequence site
and shape ratio R-values of 0.87 and 0.60 for each respective
inversion. Mohr circle analysis of the three sequences and
associated fault-plane solutions suggests that these NE–
SW-striking faults are optimally oriented for failure and
require only small (< 6 MPa) increases in pore pressure to
induce slip. These values are consistent with modeled pore-
fluid pressure changes in the Ellenburger formation in this
region, and are plausible when compared with the Pp

increases observed in the induced seismicity sites in Okla-
homa. Finally, we observe a lack of variability in fault-plane
solutions generated from the FWB sequences. We hypoth-
esize that this results from a temporally consistent local stress
field during activation of small (< 20 km) fault lengths and
speculate that thin damage zones associated with seismo-
genic faults limit off-fault failure.

Data and Resources

Seismograms used in this study were collected as part of
ongoing studies focusing on the seismicity occurring in the
eastern part of the Fort Worth basin conducted by Southern
Methodist University (SMU) using a combination of SMU,
U.S. Geological Survey (USGS), Incorporated Research
Institutions for Seismology (IRIS) Program for the Array
Seismic Studies of the Continental Lithosphere (PASSCAL),
and Texas Seismic Network (TexNet) instruments. Data
can be obtained from the IRIS Data Management Center
at www.iris.edu under Federated Digital Seismic Network
codes NQ (USGS), ZW (SMU 2013+), 4F (SMU 2015+),
and TX (TexNet 2016+) (last accessed February 2018).
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